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add $t2, $t0, $t1 # $t2 = $t0 + $t1
add $t5, $t3, $t4 # $t5 = $t3 + $t4
add $t8, $t6, $t7 # $t8 = $t6 + $t7
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Instruction Register
Decoder File
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Read Port Write Port

add $t2, $t0, $t1 # $t2 = $t0 + $t1
add $t5, $t3, $t4 # $t5 = $t3 + $t4
add $t8, $t6, $t7 # $t8 = $t6 + $t7
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Instruction
Decoder
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Read Port

add $t2, $t0, $t1
add $t5, $t3, $t4
add $t8, $t6, $t7

Register
File
A

Write Port

# $t2 = $t0 + $t1
# $t5 = $t3 + $t4
# $t8 = $t6 + $t7
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Instruction
Decoder
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Read Port

add $t2, $t0, $t1
add $t5, $t3, $t4
add $t8, $t6, $t7

Register
File
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Write Port

# $t2 = $t0 + $t1
# $t5 = $t3 + $t4
# $t8 = $t6 + $t7
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Read Port

add $t2, $t0, $t1
add $t5, $t3, $t4
add $t8, $t6, $t7
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Write Port

# $t2 = $t0 + $t1
# $t5 = $t3 + $t4
# $t8 = $t6 + $t7
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add $t2, $t0, $t1
add $t5, $t3, $t4
add $t8, $t6, $t7
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Write Port

# $t2 = $t0 + $t1
# $t5 = $t3 + $t4
# $t8 = $t6 + $t7
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Instruction Register
Decoder File
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Read Port Write Port

add $t2, $t0, $t1 # $t2 = $t0 + $tl

add $t5, $t3, $t4  # $t5 = $t3 + $t4
add $t8, $t6, $t7  # $t8 = $t6 + $t7
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Read Port Write Port

add $t2, $t0, $t1 # $t2 = $t0 + $tl

add $t5, $t3, $t4  # $t5 = $t3 + $t4
add $t8, $t6, $t7  # $t8 = $t6 + $t7
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Read Port Write Port
add $t2, $t0, $t1  # $t2 = $t0 + $t1
add $t4, $t3, $t2  # $t4 = $t3 + $t2
add $t7, $t5, $t6  # $t7 = $t5 + $t6
add $t0, $t0, $t7  # $t0 = $t0 + $t7



SRRTKEHTT

Instruction Register
Decoder File
A

A

Read Port Write Port

add $t2, $t0, $t1 # $t2 = $t0 + $t1
add $t4, $t3, $t2 # $t4 = $t3 + $t2

add $t7, $t5, $t6 # $t7 = $tb + $t6
add $t0, $t0, $t7 # $t0 = $t0 + $t7
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Read Port Write Port

add $t2, $t0, $t1 # $t2 = $t0 + $t1
add $t4, $t3, $t2 # $t4 = $t3 + $t2
add $t7, $t5, $t6 # $t7 = $t5 + $t6
add $t0, $t0, $t7 # $t0 = $t0 + $t7
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Read Port Write Port

add $t2, $t0, $t1 # $t2 = $t0 + $t1
add $t4, $t3, $t2 # $t4 = $t3 + $t2

add $t7, $t5, $t6 # $t7 = $tb + $t6
add $t0, $t0, $t7 # $t0 = $t0 + $t7
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add $t2, $t0, $t1 # $t2 = $t0 + $t1
add $t4, $t3, $t2 # $t4 = $t3 + $t2
add $t7, $t5, $t6 # $t7 = $t5 + $t6
add $t0, $t0, $t7 # $t0 = $t0 + $t7
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Read Port Write Port
add $t2, $t0, $t1 # $t2 = $t0 + $tl
add $t4, $t3, $t2  # $t4 = $t3 + $t2

add $t7, $t5, $t6 # $t7 = $tb + $t6
add $t0, $t0, $t7 # $t0 = $t0 + $t7
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add $t2, $t0, $ . $t1
HEES
add $t4, $t3, $1_ $t2

add $t7, $t5, $t6 # $t7 = $tb + $t6
add $t0, $t0, $t7 # $t0 = $t0 + $t7
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Read Port Write Port

add $t2, $t0, $t1 # $t2 = $t0 + $t1
add $t4, $t3, $t2 # $t4 = $t3 + $t2

add $t7, $t5, $t6 # $t7 = $tb + $t6
add $t0, $t0, $t7 # $t0 = $t0 + $t7
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Read Port Write Port

add $t2, $t0, $t1 # $t2 = $t0 + $t1
add $t7, $t5, $t6 # $t7 = $t5 + $t6
add $t4, $t3, $t2 # $t4 = $t3 + $t2
add $t0, $t0, $t7 # $t0 = $t0 + $t7
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add $t2, $t0, $t1 # $t2 = $t0 + $t1
add $t7, $t5, $t6 # $t7 = $t5 + $t6
add $t4, $t3, $t2 # $t4 = $t3 + $t2
add $t0, $t0, $t7 # $t0 = $t0 + $t7
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add $t2, $t0, $t1 # $t2 = $t0 + $tl

add $t7, $t5, $t6 # $t7 = $tb + $t6
add $t4, $t3, $t2 # $t4 = $t3 + $t2
add $t0, $t0, $t7 # $t0 = $t0 + $t7
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add $t2, $t0, $t1  # $t2 = $t0 + $t1
add $t7, $t5, $t6 # $t7 = $t5 + $t6
add $t4, $t3, $t2 # $t4 = $t3 + $t2
add $t0, $t0, $t7 # $t0 = $t0 + $t7
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add $t2, $t0, $t1  # $t2 = $t0 + $t1
add $t7, $t5, $t6 # $t7 = $t5 + $t6
add $t4, $t3, $t2 # $t4 = $t3 + $t2
add $t0, $t0, $t7 # $t0 = $t0 + $t7
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add $t2, $t0, $t1 # $t2 = $t0 + $t1
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add $t4, $t3, $

add $t7, $t5, $

add $t0, $t0, $m
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t0 = t1 + t2
t1 =10 + t1
t3 =12+ 14
t0 =11 + 12
t5=t3+t4
t6 =12 + t/
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t0=t1 + t2

t1 = t0 + t1

t3=t2+t4

t0=t1 + t2

th=t3 +t4

t6 =t2 + t7
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tO=t1+t2\

t1 = t0 + t1

t3=t2+t4}

t0=t1 + t2
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th=t3 +t4

t6 =t2 + t7
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t3=t2+14

th=t3 +t4

t0=t1 + t2

t1 = t0 + t1

t6 = t2 + t7

\t0=t1+t2




ESHIEKEE [HennessyGross, 1983]

A—PMEPFRAESHURKIRE :
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HEKIEIR— 1B REIE], directed acyclic graph (DAG)
mDirected: X% 7+ H 690 5
mAcyclic: ~ge A £ 3FF KR (why? )
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mEA: —FRATRAETGMALT EIMT
JSEMTGE
m 33 4R B 3 4T 48 11 #HE 7 (topological sort)
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Syst. 5, 3 (July 1983), 422-448. https://doi.org/10.1145/2166.357217
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Enhanced Security, Open Instruction
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‘t3=t2+t4\ t0 =t1 + t2
t5 =13 + t4 t1=tQ+t1\

> g o\e@\
Sien, e and T&

\»

t0 =11 + t2

t3=t2+14

t5 =13 + t4

t0=1t1 + t2

t1 =10 + 11

t0=t1 + t2

t6 =t2 + t7




HEREIES TRESIEE

t5 =13 + t4 t1 =10 + t1 |
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[1] Scaling laws for neural language models[J]. arXiv preprint arXiv:2001.08361, 2020.
[2] Training compute-optimal large language models[J]. arXiv preprint arXiv:2203.15556, 2022.
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In a gold rush for compute, companies build bigger than national supercomputers

“We think the most benefits will go to whoever has the biggest computer” - Greg Brockman, OpenAl CTO
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Wanna learn more?

2025 Fall

Specific Requirements

* We focus on the latest papers from SOSP and OSDI, as well as papers released on arXiv. Each
time presenters select one paper from SOSP or OSDI and one from arXiv.

* The presentation follows a "1+N" format, where one person delivers the main content while
supporting members assist with preparation and manage the Q&A session. These suppeorting
members are also encouraged to contribute to the presentation.

* The discussion should provide a thorough analysis of the paper’s strengths and weaknesses,
along with a comprehensive review of related work from the past three years. The
presentation must be at least 45 minutes long.
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